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Horizontally and Vertically 
Partitioned Data 





Algorithms 



1. Voting/Averaging 
• Theory: Naïve Bayes assumption (conditional 

independent) 
 
 
– Even though the probabilities may be estimated wrongly, their 

ranking is preserved [1]. 
• Attribute ensembles algorithm [2] 

– (local predictor): each local site builds a predictor (decision trees, neural 
networks)  that predicts the target attribute from the values of its local 
attribute. 

– (global prediction): Each local site applies its local predictor to each new 
records and transmits its prediction to the central site, where the 
predictions are averaged (for regression), or used as votes for the target 
class label, with the plurality winning.  
 [1] P. Domingos, M.J. Pazzani, On the optimality of the simple Bayesian classifier under zero-one loss, Mach. Learning 

29 (2&3) (1997) 
[2] Skillicorn, David B., and Sabine M. McConnell. "Distributed prediction from vertically partitioned data." Journal 
of Parallel and Distributed computing 68.1 (2008) 



2. Meta-Learning 
• Meta-data: data about data  
• Integrate predictions of individual estimators by taking 

their predictions as a new training set (hierarchical 
training scheme) 
 

[3] P.K. Chan, S.J. Stolfo, Learning arbiter and combiner trees from partitioned data for scaling machine 
learning, Proceedings of the 1st International Conference on KDDM, AAAI Press, 1995. 





Attribute-distributed learning: models, 
limits, and algorithms 

Zheng, Haipeng, Sanjeev R. Kulkarni, and H. 
Vincent Poor, IEEE Transactions on Signal 

Processing , 2011 

3. Residual refitting 



Preliminaries 

• Boosting: Boosting is based on the question posed 
by Michael Kearns in 1988: Can a set of weak 
learners create a single strong learner? A weak 
learner is defined to be a classifier which is only 
slightly correlated with the true classification (it can 
label examples better than random guessing). In 
contrast, a strong learner is a classifier that is 
arbitrarily well-correlated with the true classification. 





Preliminaries(cont.) 
• L2 Boosting: L2 boosting is nothing else than 

repeated least squares fitting of residuals 
(Friedman 2001). 
 



Preliminaries(cont.) 
• The additive models 

 
 
– f: smooth (nonparametric) functions 



Problem statement 



Problem statement (cont.) 



Algorithm 1:Iterative Conditional 
Expectation Projection 
• Minimizers 

 
 

 
 

• Or explicitly 
 
 



• Solve the finite, noisy data case (Residual refitting) 



Algorithm  2: greedy algorithm 

• the fusion center sends the residual to all the agents, 
each of which finds a local optimal estimator based on its 
own limited set of functions , and then the fusion center 
chooses the agent that generates the estimator with the 
smallest training error to project the current residual.  
 



Algorithm  3: Parallel Gradient Descent 

• New optimization problem 
 
 
 
 
 
 
 

• Solution: 
– Alternating update weights (at fusion center) and 

functions (at each agent) 



Two-stage optimization 





the parallel approach, by using individual residual information 
holistically, performs the best in terms of generalization. 



Algorithm  4: Beyond Gradient Descent 

emphasize more promising agents further improves the 
capability of eliminating irrelevant attributes 





Distributed PCA on vertically 
partitioned data 

 
• Guo, Yue-Fei, et al. "A covariance-free iterative 

algorithm for distributed principal component 
analysis on vertically partitioned data." Pattern 
Recognition 45.3 (2012): 1211-1219. 



Problem statement 



Problem statement (cont.) 



Solution 
• Step 1: Find the eigenvector corresponding to the 

maximum eigenvalue using gradient ascend method. 
 



• Distributed calculating the gradient ascent 



• Step 2: Find the eigenvector corresponding to the 
maximum eigenvalue in the orthogonal complement 
space of \alpha_1. 
 

• Algorithm flow: see in paper. 
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