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1. Privacy preserving regression 
modelling via distributed 

computation 

Sanil, Ashish P., Alan F. Karr, Xiaodong Lin, 
and Jerome P. Reiter.  

In Proceedings of the tenth ACM SIGKDD 
international conference on Knowledge 

discovery and data mining, pp. 677-682. ACM, 
2004. 



The regression problem 
p: attributes 
n: sample size 
K>=3: agencies 

Least-squares:  
 
 



The regression problem (con’t.) 

• Vertically partitioned data 
• Not share summary statistics 
• Have a lead role  
• Align the records 
• The attribute sets do not overlap 



Preliminaries: Powell’s methods 
• Conjugate direction methods 
• a derivative-free numerical minimization method that 

solves the multidimensional minimization problem by 
solving a series of 1-dimesional line minimization 
problems.  
 
 

More details… 



Preliminaries: Secure Summation 
• K>2 
• calculate a summation: 
• Choose m to be a very large number known to 

all the agencies such that v is known to lie in the 
range [0, m). 

• Agency 1 generates a random number R, 
chosen uniformly from [0, m).  
 





Algorithm 

• Setting: 
 
 
 
 
 
 

More details… 

I_1 

S^(5) 



Algorithm (con’t.) 

• Less risk  with masking 
• Each agency contributes to the sum are functionally related from one 

iteration to the next.  (secure summation) 



Concluding Remarks 



2. Secure regression on 
distributed databases 

Karr, Alan F., Xiaodong Lin, Ashish P. Sanil, 
and Jerome P. Reiter.  

 Journal of Computational and Graphical 
Statistics 14, no. 2 (2005): 263-279. 





Secure data integration 
• Secure data integration, which provides the lowest level 

of protection, actually integrates the databases, but in a 
manner that no database owner can determine the origin 
of any records other than its own.  
 

• K > 2; 
• In a round-robin order; 
• Insert both real and “synthetic” records; 
• “synthetic” records may be drawing from predictive 

distributions fit to the data; 
• Once all real data have been included, each agency 

recognizes and removes its synthetic data. 
 



Problems: 
• Identify real records 
• Synthetic data are detectable 

Solutions: 
• Not to retained intermediate quantities (semi-honest) 
• Reduce the fraction of the data (5%) 
• By randomizing the order in which agencies add data 



Discussion… 



Secure multiparty computation 

• Secure summation. 
• Shared local statistics effects 

 
• (old story) 



Secure Linear Regression 



Secure Linear Regression（con’t) 

• Horizontally partitioned 
 
 
 

• Solutions: 
– Via secure data integration 

• every agency can perform linear regression using 
the integrated and shared database. 

– Via securely shared local statistics 



Secure Linear Regression（con’t) 

• Via securely shared local statistics 
 

Others are similar. 



Model Diagnostics 

• the coefficient of determination: R^2 
 
 

• Model misspecification: not close to zero. 
• Via secure summation 

– Shared residual statistics 
– Shared synthetic residuals 



3. Privacy-Preserving Multivariate 
Statistical Analysis: Linear 

Regression and Classification 

Du, Wenliang, Shigang Chen, and Yunghsiang S. Han. 
In Proceedings of the 4th SIAM International 

Conference on Data Mining. 2004. 





Vertical partition 

Notation:  



Problem 1: Multivariate Linear 
Regression  

 
 
 
 

 
 



Problem 2 : classification 
 
 



A new security model 

• balance between efficiency and security 
 
 



Computation model 
• The two-party model 
• The Commodity-Server (CS) model 

– participants accept help from a semi-trusted third 
party. 

– The third party learns nothing about the private 
data if it does not collude with any of the two 
participants. 

– leads to much more efficient solutions. 
 
 



Data Disguising Methodology 

• We should not only 
protect the private inputs, 
but also protect the 
intermediate results. 

• With one piece being 
randomly generated. 



Building Blocks 

• Matrix Product I: 
 
 

• How? 
– Commodity-Server solution 
– The two-party solution 



Commodity-Server solution 



Two-Party solution 



Analysis of the Two-Party solution 

• How to choice the random matrix M? 
– Bob only knows N/2 equations; 
– Some properties of M:  

• K-secure 
• … 

 
 
 
 

• Input reusing 
• The actual range for certain x 

 



Building Blocks (con’t) 

• Matrix Product II: 
 
 
 
 
 



Building Blocks (con’t) 

• Matrix Inverse: 
 



Building Blocks (con’t) 

 
 
 

• |P(A+B)Q| = |P|*|A+B|*|Q| 
• ||A+B||_F^2 = Tr((A+B)(A+B)^H) 
 

 



Privacy-Preserving Multivariate 
Statistical Analysis 

• Multivariate Linear Regression 
 



• Multivariate Classification 

Problem.  
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